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ABSTRACT

Estimating and forecasting occupancy of open-plan and agile offices is of great value to many businesses, since it allows them to better allocate the necessary space, and save on energy and insurance costs. In this work we use a massive amount of data collected in an open-plan office having a large number of IoT sensors over an extended time period to explore how to best forecast occupancy in an open-plan office. We implement, evaluate, and compare statistical, machine learning, and deep learning forecasting methods, while using as inputs a variety of features including seasonal factors and weather data that affects occupancy patterns. It is shown that the best forecasts can be achieved using a deep learning model (LSTM), trained on a large amount of prior data. However, an ensemble model (composed of seasonal ARIMA and Decision Trees) is likely to be a more practical and reliable solution in hybrid Edge-Cloud scenarios, where less data may be available and privacy is important. In the ensemble approach, data can be split between Edge and Cloud platforms – keeping recent data and light models locally, and sending less recent data to the Cloud only when needed for model retraining.

1 INTRODUCTION

The physical environment of workspaces has evolved over the past decades. The shift from private and static space to shared and dynamic space among many enterprises and start-ups has been adapted very quickly due to multiple benefits such as increased collaboration, teamwork, creativity, cost-saving, etc [5]. The recent shift to working from home (due to the Covid-19 pandemic) has pushed many businesses to reconsider their need for static workplaces since it seems that work patterns will continue to evolve in the coming years, and the presence of people in office spaces will likely become ever more dynamic.

In an open-plan and agile workspace setting, employees do not have a dedicated workspace, but instead choose where they want to work each day and even change their workspace during the day. While this flexibility allows employees to choose the space that is best suited to their work, it allows greatly reduced real estate costs for enterprises by maximising space utilisation. The construction cost (for building walls or purchasing cubicles), the energy cost (for lighting, heating and cooling) and the insurance cost are the major cost sources that can be reduced in open-plan workspaces if the space is used efficiently. However, it is possible to under-utilise some parts of the office while still paying for real estate, energy and insurance costs [3, 8].

In order to understand how the space is used by occupants [2, 4, 5, 10] and identify the under-utilised and popular spaces for proper space planning, an extensive data-driven study for occupancy of open-plan offices is required.

In this work, we study the occupancy of an open-plan office equipped with a very high number of IoT-enabled devices and sensors installed. To understand the occupancy of individual desks, IoT devices (in this case a combination of PIR sensor and temperature sensor) are attached under desks to detect the presence of a person through a combination of body heat and motion. The data from these sensors have been collected over two years at a very high data resolution (every 2 minutes on average).

Currently, the data has been mainly used for providing information on the occupancy of the office in near real-time. However, the focus of this work is to use the collected data to forecast daily occupancy of the office. In addition, to have the best model for forecasting occupancy, there is another challenge to overcome in this work which is preserving the privacy of office data while taking advantage of Cloud computing platform for storing data. The purpose of this work is not only to find the model having highest forecast accuracy, but also to understand the relative needs of different forecasting approaches (such as prior data history) and impacts on privacy.

We analyse the motion and temperature data captured by the sensors and evaluate the occupancy of each desk per day and then calculate the daily occupancy of the office. In addition to the data coming from the sensors, external data such as calendar information (public holidays, weekdays, weekends, holiday seasons), weather are gathered over the last two years and added to our data sets.

In order to forecast the daily occupancy of the building, we first apply various individual forecasting models: classical time series models, machine learning models and deep learning models. We find that a SARIMA (seasonal autoregressive integrated moving average) forecast provides the best statistical approach, a DT (Decision Tree) forecast provides the best machine learning based approach, and an LSTM (Long Short-Term Memory) forecast provides the best deep learning approach. Among these three, LSTM provides the overall most accurate forecast and DT the least accurate.

Based on the observations and further analysis, the results show that a DT provides accurate forecasts on the occupancy of the days
that have special events and occasions although its overall forecast is not very accurate. On the other hand, our analyses show that SARIMA can forecast the occupancy of normal weekdays but not the occupancy of the days influenced by special events and calendar changes. Therefore, it is observed that these two models might be complementary to each other.

To validate whether SARIMA and DT can be combined to forecast the office occupancy, a stacking ensemble learning model is applied to combine the prediction results of the two models. The results indicate that the stacking model not only works better than individual SARIMA and DT models but also performs very close (slightly lower accuracy) to LSTM forecasts. To have a better comparison between LSTM and the ensemble model, both models are examined on various size of training data sets. It is observed that combining the results of two simpler models can yield to a better forecasting result when less data is available compared to the forecast result of a computationally expensive deep learning model such as LSTM that needs long sequences of observations (more data for training).

On the one hand, we want to leverage the benefits of a Cloud computing platform for data storage and retrieval, but on the other, we are conscious of the privacy implications of gathering and storing data of this nature. To address this, we come up with a solution that uses a combination of Cloud and Edge computing (local resources, near to the sensors) platforms for our forecasting model. Our results show that the ensemble forecasting model is the most suitable candidate for a hybrid Edge-Cloud platform as it can be easily divided into two processing parts for light and heavy computation models. The lighter model (ARIMA or SARIMA) can be run locally on a small resource such as a Raspberry Pi with recent 4-5 week (1 month) of data. While the heavy computation models (DT or LSTM) can run on the Cloud with a large amount of historical data (2 years). We propose a privacy-aware forecasting model for open-plan offices through this approach of holding recent data (4-5 weeks) locally and not sending the whole forecast model to the Cloud.

The proposed Hybrid Edge-Cloud platform for forecasting open-plan office occupancy allows businesses to better anticipate their office space and energy needs, and reduce their ongoing energy and insurance costs while preserving the privacy of building and occupants.

2 CASE STUDY

In this section, the details of the building map, sensors and datasets are described, and the architecture behind IoT applications and services is explained.

2.1 Office Description

Our case study is an open-plan office with no walls or cubicles for individuals (as shown in Figure 1). There are a few meeting rooms, but we do not study those rooms in this work as the daily occupancy of the office does not change based on the occupancy of the meeting rooms.

This office has 60 desks for employees and visitors. All desks have motion sensors and temperature sensors which are installed under the surface of the desk, close to the human body for detecting movements and temperature, to identify the presence of a person. The employees of this office have the option to work remotely sometimes and their working hours are also flexible. Therefore, the occupancy of this office varies a lot and the prediction is not straightforward. We believe that the problem of forecasting occupancy in an office space of this nature may therefore, in fact, be more difficult than forecasting occupancy of offices having more regular occupancy patterns. As a result, we anticipate that the results of this study could be directly applicable to a wide range of open-plan office type environments.

2.2 Sensors

The whole office is equipped with several IoT devices and sensors in different areas: under each desk (Yanzi Presence Mini [1]), on the ceiling (Yanzi Motion+ [1]) and meeting room walls (Yanzi Comfort [1]). Under each individual desk, Yanzi Presence Mini sensor is mounted directly onto the surface to capture motion and temperature data. In each zone of the building (comprises four to six desks), a Yanzi Motion+ sensor is installed on the ceiling to detect motion, temperature, humidity, ambient light and sound pressure of the zone. Inside the meeting rooms, Yanzi Comfort...
Figure 2: A simplified architecture behind IoT applications with both Cloud and Edge resources

sensors are mounted to the walls to monitor air quality, temperature, humidity, barometric pressure and ambient noise. Yanzi Comfort sensors measure levels of carbon dioxide (CO2) and volatile organic compounds (VOC). All these sensors are wirelessly connected to their closest IoT gateway (e.g. Yanzi Gateway 2 [1]) and send the data to the cloud.

2.3 Data Sets
Each sensor is individually timestamped. For example, for each Yanzi Presence Mini -installed under the desks- two data sets are saved, one data set for motion data and one for temperature measurements. The same approach is used for collecting various types of data from Yanzi Motion+ and Yanzi Comfort sensors.

For two years of data (from 7 June 2017 to 4 June 2019 - 727 days), each data set has between 600,000 to 800,000 rows of readings which means the data from each sensor is captured every 1.5 to 2 minutes on average. This level of data acquisition enables us to analyse the data across different data resolutions such as every few minutes, hours, days, etc. In this work, the raw data from motion sensors are transformed to daily occupancy data using a Hidden Markov Model (HMM). The train data set has 75% of the whole data set (545 days) and the test set has 25% (182 days). Currently, the data from sensors is used as live data for real-time actions and decision making and is also saved as historical data. This data set continues to grow over time.

In addition to gathering data from sensors inside the building, the data set is enriched with some exogenous and context variables to provide better interpretation and subsequently improve forecasting accuracy. The weather data of the location has been gathered in order to study the impact of weather on office occupancy. The weather data includes minimum temperature, maximum temperature, and weather status (rain, snow, etc).

2.4 System Architecture
Currently, a majority of Internet of Things (IoT) applications have used Cloud computing which alludes to large storage and computation resources located in geographically distant locations from the IoT local network. Cloud platform is popular for its mobility, scalability and on-demand computing amongst features. However, some IoT applications cannot be efficiently served by the Cloud due to restrictions such as latency, bandwidth, privacy and etc [9]. To serve these applications, Edge computing is introduced which alludes to local storage and computation resources close to the IoT devices, within the IoT local network [7, 9]. Figure 2 shows a simple architecture behind IoT applications with both Cloud and Edge resources.

3 MODELS & RESULTS
In this section, various classical time series, machine learning and deep learning models applied on the data are explained and the results are discussed. Next, we discuss the reasons for using ensemble learning models. In order to evaluate the performance of the models and to assess the accuracy of the predictions, Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE) are chosen in this work as error metrics.

3.1 Time series models
ARIMA (Autoregressive Integrated Moving Average Model) and SARIMA (Seasonal ARIMA) are two popular time series forecasting approaches that have been used in many forecasting applications from economics to vehicle traffic systems [6].

3.1.1 ARIMA: ARIMA is a generalised model of Autoregressive Moving Average that combines Autoregressive (AR) process and Moving Average (MA) processes and builds a combined model of the time series. The ARIMA forecasting model is written as:

\[
y_t = \phi_1 y_{t-1} + \cdots + \phi_p y_{t-p} + \theta_1 \epsilon_{t-1} + \cdots + \theta_q \epsilon_{t-q} + \epsilon_t
\]

where, \( y'_t \) is the differenced series. The predictors on the right-hand side include both lagged values (\( \phi \)) of \( y'_t \) and lagged errors (\( \theta \)). \( \epsilon_t \) is white noise. This model is shown as ARIMA\((p, d, q)\), where \( p \) is...
order of the autoregressive part, $d$ is degree of first differencing involved and $q$ is order of the moving average part.

Following a parameter sweep based analysis, ARIMA(7,1,2) achieved the highest forecasting accuracy. It indicates the lag value is set to 7 for autoregression and uses a difference order of 1 to make the time series stationary, and finally an order of 2 is used for moving average window. The RMSE, MAE, MAPE of ARIMA(7, 1, 2) model on our data set for one step ahead forecast is 14.8, 10.4 and 156 which are listed in the first row of Table 1. The result of the ARIMA forecast on the test data set (182 days - 546th day to 727th day) is shown in Figure 3 (red dotted line) and one weekend (2 days of low occupancy - which the pattern repeated in each weekly cycle) and one holiday (a few days of low occupancy) are marked.

3.1.2 SARIMA: SARIMA (Seasonal ARIMA) is an extension of ARIMA that explicitly supports univariate time series data with a seasonal component. It adds three new hyperparameters to specify the autoregression (AR), differencing (I) and moving average (MA) for the seasonal component of the series, as well as an additional parameter for the period of the seasonality. It is written as follow: $\text{SARIMA}(p, d, q)(P, D, Q)_m$ (2)

where, $p$ is the trend autoregression order, $d$ is trend difference order, and $q$ is trend moving average order. $P$ is seasonal autoregressive order, $D$ is seasonal difference order, $Q$ is seasonal moving average order and $m$ is the number of time steps for a single seasonal period.

Since there is a seasonal pattern in the data, SARIMA model is applied to the data. The best combination of hyperparameters to forecast occupancy is calculated as SARIMA(0, 1, 2)(1, 0, 2)$_7$. The RMSE of SARIMA is 13.1 which means a small improvement compared to ARIMA model. The results of SARIMA forecasts versus the actual data and ARIMA model are shown in Figure 3 in a green dash-dotted line.

Based on the results from MAPE metrics (a very high number for ARIMA and SARIMA since MAPE is more sensitive to wrong predictions around low occupancy) and observations from Figure 3, ARIMA and SARIMA models could not accurately forecast the occupancy of the days which have events such as holidays, special occasions, building shut down periods and sometimes weekends. ARIMA models assume a standard relationship between current values and lagged values in the data. However, for unusual days (such as holidays, special occasions, etc.) these relationships do not hold. If exogenous variables are not accounted for, ARIMA based models are likely to perform poorly for these days.

3.2 Classical Machine Learning

Various machine learning such as Random Forest, Extremely randomized Trees (ExtraTrees), Support Vector Regressor (SVR) and Decision Tree (DT) are applied to study the forecast of the office occupancy. We only discuss the results of the DT model in this sub-section since its RMSE result is better than other models, and since it could accurately predict the occupancy of the days/periods with special events and occasions.

A Decision Tree (DT) is a tree-like graph where nodes represent condition statements, edges represent answers to those condition statements, and leaves represent actual output or class label.

The goal is to create a model that forecasts the value of a target variable (i.e. occupancy in this work) by learning simple decision rules inferred from the data features (i.e. day of week, holiday season, public holidays, weather, etc.).

Regression DT is applied and hyperparameters are carefully tuned (e.g. max depth=4) using optimisation to avoid over-fitting and under-fitting the model. The result of the DT model as shown in Figure 4 indicates that the model forecasts office occupancy very well on special days such as weekends, public holidays and holiday seasons. The model shows features such as public holidays and weekends, holiday seasons, some days in a week (Friday) have a significant impact on the occupancy forecast while weather condition has less impact. The RMSE of this model is 14.8 with no improvement compared to SARIMA whereas the MAPE is improved a lot compared to SARIMA (as listed in the third row of Table 1). The huge improvement of MAPE is due to a better forecast for days with low occupancy (e.g. weekends, holidays).

3.3 Deep Learning

The Long Short-Term Memory (LSTM) recurrent neural network is a promising solution for forecasting time series data by learning over long sequences of observations.

Forecasting occupancy using neural networks is carried out using a sequential model that consists of 4 stacked layers followed by a few densely connected layers. Known features over the forecasting period of interest are provided in training with a masked label. The forecast result on the test set is shown in Figure 5 and the results of RMSE, MAE, MAPE metrics are listed in the fourth row of Table 1.

<table>
<thead>
<tr>
<th>Table 1: RMSE, MAE, MAPE of all the models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>ARIMA</td>
</tr>
<tr>
<td>SARIMA</td>
</tr>
<tr>
<td>DT</td>
</tr>
<tr>
<td>LSTM</td>
</tr>
<tr>
<td>DT (SARIMA)</td>
</tr>
<tr>
<td>Ensemble (DT-SARIMA)</td>
</tr>
</tbody>
</table>
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Figure 5: Occupancy forecast using LSTM (gold dash line) vs. actual data (blue line).

The initial results show that LSTM can forecast the occupancy more accurate than other individual models.

3.4 Ensemble Learning Models
Ensemble learning models combine the decisions from multiple learning models to improve the overall performance. This can be achieved in various ways. Since the results of SARIMA and DT are complementary and do not heavily overlap, the best ensemble method to be used is stacking.

Stacking works in two steps: (1) multiple base learners are used to predict the initial results; (2) a new learner is used to combine the predictions from the base learners. Three experiments are studied. In the first experiment, we only calculate the prediction of SARIMA model on the whole data set (train and test) and then add the result as a new feature to DT model. The results of the new DT with SARIMA feature is shown in Figure 6. The RMSE of this model is 11.7 which is better than both DT and SARIMA models.

In the second experiment, the occupancy is predicted using a new learner applied to the results of SARIMA and DT. For the second learner, linear regression and DT are used as shown in Figure 7 and the RMSE results (12.72 for linear regression and 11.2 for DT) indicate that DT as the second learner for the stacking ensemble can improve the occupancy forecast. The RMSE, MAE and MAPE results of these two ensemble models are listed in the fifth and sixth rows of Table 1. In the third experiment, a stacking ensemble model on LSTM, SARIMA and DT is used to forecast the occupancy but there was no improvement on the results.

4 DISCUSSION
The initial results from the previous section indicated that the LSTM’s model performance on the test set when we use the whole training data set (545 day≈78 weeks) is the highest. To decide on the final model for our system, we investigate the performance of all the models on different size of training data sets and study the use of hybrid Edge–Cloud architecture for improving the performance as well as the privacy of the data and model.

4.1 Size of Training Set
In this subsection, the performance of SARIMA, DT, LSTM as well as the ensemble model (the stacking model on SARIMA and DT) on the same test set (182 days) are studied when the models are trained on 2 weeks of recent data to 78 weeks of training data sets (whole training set). The results in Figure 8 reveal that the performance of SARIMA model (blue dotted line) improves over time however after 4-5 weeks of data the improvement is very small.

It seems the performance of the DT model (pink dotted line) decrease over time since we have used the recent data for smaller training sets and the recent data is a better representation of the occupancy of the test set in normal days. However, the use of DT is mainly for the special days (not all days) and as we train DT on more data, the model can learn how to forecast the special days more accurately. In order to explain how chronological order in this data set impacts the overall performance of the DT, the chronological order of the training set is removed when training the DT model and the results reveal that the performance of DT improves as the size of training set increases as shown by light grey line in the figure. The results from SARIMA and DT are complementary which means SARIMA is a suitable model to forecasting occupancy of normal days whereas DT is a better model for forecasting special days. When the results from these two models are combined (ensemble
model), a better forecasting result is achieved, as indicated by the red line in the figure. For the LSTM model, the forecast improves over time when more data is used to train the model as shown by the green line. Although LSTM does a better forecast when the whole training data set is used, it does a poor performance when less data is available. Comparing the LSTM and ensemble models, it seems the forecasts using ensemble model are consistently low when the training data available is recent and its amount is low (4-5 weeks). Therefore, our conclusion is to use the ensemble model since it works well when less training data is available and there is no huge difference between its performance versus LSTM when the whole training data set is used.

4.2 Hybrid Edge-Cloud Architecture

Similar to the majority of IoT applications, the data generated from the sensors in this office are sent to the Cloud for processing. All the proposed models (discussed in the previous subsections) can be easily run in the Cloud and forecast the occupancy of the next day. However, in some cases there can be significant concern over the privacy implications of sending such types of data to the Cloud, in particular for very recent data. One solution that can address this issue is to store data only locally, and do the training plus scoring forecasts only at the Edge, with no Cloud interaction at all, but it is not always a practical solution for many customers since they want to use of the power of the Cloud.

In fact, there is a trade-off between taking advantage of the Cloud storage and resources and privacy of the data. However, if the customers would like to take advantage of the Cloud and store their data in a secure and low maintenance location but preserve the privacy of the data to a certain level, it is achievable by sending the historical data to the Cloud and keeping the recent data locally at the Edge in a low-cost computation resource such as a Raspberry Pi. It is also possible to breakdown the forecast model on hybrid Edge-Cloud platform instead of running the whole model from the Cloud to preserve security and privacy of the forecast model.

In order to breakdown the forecast model to the hybrid Edge-Cloud platform, it is important to keep the lighter models that need less computation and limited data to be trained locally and send the heavy computation models to the Cloud. The reason is that normally less computation and storage are available at the Edge as discussed in Section 2.4. Therefore, for such privacy-aware forecasting, the ensemble learning model is the best model since the SARIMA model can be easily run on a small device such as Raspberry Pi and the data of recent 4-5 weeks would be enough for forecasting while the historical data and the DT model, that requires more data to learn about special days, can run on the Cloud. This model not only provides the most accurate forecast but is also the best privacy-aware forecast model by running on the hybrid Edge-Cloud platform.

5 CONCLUSION

To understand the occupancy of an open-plan office and adopt an efficient space and energy management, it is required to study the occupancy of each desk extensively over time. This is possible by gathering the data continuously from the environment using sensors and IoT devices. In this work, new data-sets, which came from an open-plan office data collection over 2 years, are studied and analysed to forecast its daily occupancy.

Multiple forecasting methods such as time series, machine learning and deep learning models are applied to the data-set and the results highlight that forecasting occupancy is not trivial, and extra information and multiple features are required to improve the accuracy. However, by increasing the features, it may not be possible for one single model to capture the occupancy pattern. Therefore, ensemble models that combine the forecasts from various models shown to be effective. It is also important to find models whose combinations work well together, and whose predictions complement each other. Our results reveal that a combined model of seasonal ARIMA and Decision Trees not only generates most reliable occupancy forecast on small training set sizes but also promotes a privacy-aware forecast model when it runs on a hybrid Edge-Cloud platform.
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